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Research Problem

• Detect incongruity between news headline and body text

(i.e., when a news headline does not correctly represent the story 

as in advertisements, clickbaits, fake news, hijacked stories, etc.)
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Why Is This an Important Problem?

• News headlines are known to play an important role in making 

first impressions to readers, and thereby deciding the viral 

potential of news stories within social networks1

• People are less likely to read or click on the whole contents but 

just read news headlines2
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much of news sharing is headline based

1 Reis et at. 2015. Breaking the news: First impressions matter on online news. In Proceedings of the ICWSM.
2 Gabielkov et al. 2016. Social clicks: What and who gets read on twitter? ACM SIGMETRICS Performance Evaluation Review



Why Is This an Important Problem?

An Initial impression gained from the headline is 

persistent such that 

its stance remains even after 

reading the whole news content3

5
3 Ecker et al. 2014. The effects of subtle misinformation in news headlines. Journal of experimental psychology: applied



What Has Been Done so Far?

The Fake News Challenge (FNC-1) 2017

• Estimate the stance of a news article

• 50K pairs of headline and body text

• From 1,683 original news articles

6http://www.fakenewschallenge.org/

challenge



What Has Been Done so Far?

The AI R&D Challenge 2017

• Total Prize : 10M USD

• Detecting fake news

• Training set is not provided

7http://airndchallenge.com

challenge



What Has Been Done so Far?

Wei et al. 2017, Learning to identify ambiguous and 

misleading news headlines, IJCAI
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academy

• Detecting ambiguous 
headlines from the pair of 
title and body text

• 40,000 articles, only 2,924 
articles are annotated

• Feature based



Limitations in Previous Research

• Simple model won the competition

• Non-realistic data (FNC-1)

• 50,000 pairs of headline and body 

text from 1,683 articles

• (Avg) 29.7 samples have an identical 

headline
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FNC-1 Winning model

A sophisticated model could not be proposed or fully-evaluated 
due to lack of available corpus for research



Our Contributions

① Generate dataset for research

• 4 M news articles1,2 : Jan 2016 ~ Oct. 2017 (Korean)

• 100 K news articles (English)

② Propose new deep learning models & method

• Attentive Hierarchical Dual Encoder (AHDE)

• Independent Paragraph (IP) Method

③ Evaluate the models in the real world

• With newly crawled 232,261 news articles2

• Find 250 incongruent articles with 0.82 precision

101http://www.naver.com, 2http://www.daum.net



① Generate Dataset for Research

Injecting negative sample (paragraph), 

into original article to generate inconsistent article
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Rule (1) : Sample N consecutive paragraphs from an article and insert
them into the {body text} of the target article.

Rule (2) : Sample N non-consecutive paragraphs from one article and 
insert them randomly into the {body text} of the target article.

whole-corpus

※ We hired human annotators to manually read 1,000 randomly sampled articles from the created dataset and check 
whether their headlines are incongruent with the article content.



① Generate Dataset for Research

Transform pair of {headline} and {body text} 

into multiple sub-pairs of {headline} and {paragraph}
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paragraph-corpus



① Generate Dataset for Research

The length of sequence that a model handles
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paragraph-corpus

Table 1: Properties of the dataset. The chunk in the body text implies paragraphs and sentences for 
the whole and the paragraph dataset, respectively.

The number of training instances



② Proposed Approaches

• Attentive Hierarchical Dual Encoder (AHDE)
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Passage encoding

ℎ𝑝,𝑡 = 𝐺𝑅𝑈 ℎ𝑝,𝑡−1, 𝑤𝑝,𝑡

𝑢𝑝 = 𝐺𝑅𝑈 𝑢𝑝−1,, ℎ𝑝

Attention

𝑠𝑝 = 𝑣𝑇 tanh 𝑊𝑢
𝐵 𝑢𝑝

𝐵 +𝑊𝑢
𝐻 𝑢𝑝

𝐻 ,

𝑎𝑖 =
𝑒𝑠𝑖

σ𝑝 𝑒
𝑠𝑝,

𝑢𝐵 = σ𝑝 𝑎𝑖 𝑢𝑖
𝐵

Deep hierarchical models encode the full news article 
from a word-level to a paragraph-level with attention mechanism



② Proposed Approaches

• Independent Paragraph (IP) Method
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Splits paragraphs in the {body text} and learns the relationship 
between each paragraph and headline independently



② Proposed Approaches

• Performance Comparison
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The newly proposed AHDE achieved the best performance
IP method provides additional performance gain

with IP method 
(paragraph corpus)

without IP method
(whole corpus)



② Proposed Approaches

• Performance over Long Text Input
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without IP method with IP method

Robustness of the proposed models in handling long sequential input



③ Evaluation in the Real World

Evaluation in the Wild (1)

Crawl, recently released news articles (232,261)

January to April of 2018

18

Validate top N articles by incongruence scores 

that are given by model prediction



③ Evaluation in the Real World
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The proposed models effectively detect the incongruent articles
among newly gathered 232,261 news articles



③ Evaluation in the Real World

Evaluation in the Wild (2)

Gather news articles from two media outlets

( conservative /  liberal media )
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Ask to 100 Amazon Mechanical Turk workers

“Do you think the headline of the above article is 

incongruent with its body text?”



③ Evaluation in the Real World
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• Varying perceptions on headline incongruence



③ Evaluation in the Real World

Evaluation in the Wild (3)

Conducted an additional experiment on the

FNC-1 dataset (fnc 2017),
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to have a similar setting with our task, 

“unrelated”,  “agree”,  “disagree”,  and  “discuss”

“unrelated” and “others”



③ Evaluation in the Real World
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• Hierarchical Encoders for Stance Detection

Performance of models that are trained on the FNC-1 training 
set and evaluated on the separated test set.



Conclusion

• RELEASE a million-scale data corpus for research

• PROPOSE two neural networks that efficiently learn the textual

relationship between headline and body text

• SHOW that the models trained on our released corpus show

decent performances on the real-world dataset
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We study the problem of 
incongruent headline detection



Thank you

We’d like to invite you to the poster session for further discussion (Jan 29)

code, data, paper  → http://david-yoon.github.io


